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ABSTRACT

Fine-grained urban flow inference (FUFI) aims at enhancing
the resolution of traffic flow, which plays an important role
in intelligent traffic management. Existing FUFI methods are
mainly based on techniques from image super-resolution (SR)
models, which cannot fully capture the influence of external
factors and face the ill-posed problem in SR tasks. In this
paper, we propose UFI-Flow – Urban Flow Inference via nor-
malizing Flow, a novel model for addressing the FUFI prob-
lem in a principled manner by using a single probabilistic
loss. UFI-Flow therefore directly accounts for the ill-posed
nature of the problem and learns spatial correlations between
urban flow maps. In addition, an augmented distribution fu-
sion mechanism is further proposed to reinforce the influ-
ence of external factors in the joint distribution inference. We
conduct comprehensive experiments on real-world datasets to
show the superiority of the proposed model compared to the
state-of-the-art baseline approaches.

Index Terms— Spatial-temporal data mining, urban flow
inference, normalizing flow, mobile sensing

1. INTRODUCTION

Urban traffic flow forecasting systems are crucial for vari-
ous applications such as urban planning, public safety, and
daily travel [1]. On one hand, it can provide insights for de-
cision making, risk assessment, and traffic management for
governments and entrepreneurs [2, 3]. On the other hand,
it may help improve the travel plans in advance, stagger the
peak and save commute time [4]. Conventionally, urban traf-
fic flow inferences and predictions rely on a massive number
of sensors deployed citywide. However, these data are usu-
ally coarse and fuzzy due to the limitation of the number of
sensors. Toward this end, the Fine-Grained Urban Flow Infer-
ence (FUFI) problem has been studied recently [5, 6], which
aims to infer the fine-grained (FG) flow map from its corre-
sponding coarse-grained (CG) one. As a result, FUFI models
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Fig. 1: Structural constraints between coarse- and fined-
grained map in Xi’an, China. The sum of the traffic flows
in the lower side subregions is strictly equal to the traffic flow
in the upper side superregion.

can achieve a satisfactory performance within only a few sen-
sors, saving electricity, deployment, maintenance, and labor
for efficient urban computing.

FUFI problem is similar to traditional single image super-
resolution (SR) task [7, 8], but it has several intrinsic dif-
ferences that pose new challenges: (1) strict structural con-
straints, the sum of traffic flow within a certain region (sub-
regions) in the inferred FG map is strictly equal to the sum
of traffic flow in the corresponding superregion of the origi-
nal CG map (cf. Fig. 1); and (2) the FG inference results are
greatly affected by various external factors, e.g., time, traffic
and weather conditions.
Current solutions. Existing methods have proposed N2-
Normalization [5] and AN2-Normalization [9] mechanisms
to solve the structural constraints and use sub-network to fuse
the external factors for final inference. However, these meth-
ods still face several notable shortcomings: (1) They train a
deterministic mapping using MSE or MAE losses. Despite
the impressive results they achieved, the ill-posed nature of
the FUFI tasks is ignored, resulting the generated flow maps
tend to be blurry [10, 11]. The employed reconstruction losses
favor the prediction of an average traffic flow over the plausi-
ble FUFI solution, which leads to low perceptual quality and
significant reduction of details in high-frequency traffic flow;
and (2) They ignore the external factors after the structural
constraint process, which may result in important information
loss during the inference procedure and, as a result, significant
performance degradation.
Present work. To address the aforementioned problems in
FUFI, we propose a novel approach for Urban Flow Inference



via normalizing Flow (UFI-Flow). Specifically, we propose
an invertible normalizing flow based netowrk to generate
latent variables by constructing a mapping between CG-FG
map pairs, where the latent variables represent the condi-
tional probability distribution of the FG map [12, 13]. Then
we reconstruct the FG map from the learned latent variables
via deterministic mapping from the corresponding CG map.
Finally, the UFI-Flow with expressive distributions is opti-
mized by maximizing the log-likelihood of the generated FG
maps. UFI-Flow is capable of learning and generating FG
flow maps that are consistent with the input CG maps, with-
out any additional constraints or losses. We further propose
an augmented distribution fusion (ADF) mechanism to ad-
dress the distribution variables neglected problem for further
performance improvement.

2. METHODOLOGY

2.1. Problem Definition

Given an urban flow map M of interest, we divide it into
H ×W spatial grid-cells based on geographic locations. We
denote the ith row and the jth column of M as gij . The flow
volume in gij is denoted as xij ∈ R+, where X ∈ RH×W+

is the flow map at a given time-span. Given a map pair of a
coarse-grained map Xc and a fined-grained map Xf , an up-
scaling factor N, and external factor set E, the FUFI problem
can be defined as follows:

X̃f = F(Xc|E,Xf , N ; Θ), (1)

where Xc ∈ RH×W+ and Xf ∈ RNH×NW+ .

2.2. Overview

Figure 2 depicts the framework of our proposed UFI-Flow
model. First, we apply an invertible normalizing flow to gen-
erate unconstrained flow maps. We then address the structural
constraint problem and reinforce the influence of external fac-
tors using ADF. Besides, we use external factor fusion (EFF)
to enhance the inference performance.

2.3. Probabilistic Urban Flow Inference Network

Prior FUFI methods mainly learn a deterministic mapping by
using reconstruction losses [11, 14]. However, they ignore the
ill-posed nature of FUFI tasks. We address this drawback via
estimating a full conditional distribution PXf |Xc

(
Xf |Xc; θ

)

of CG map. The true posterior is usually intractable, thus we
propose to approximate the complex urban flow distributions
by transforming a simple base distribution via a series of in-
vertible transformations [13, 12, 15, 16].

We first extract features of E from EFF module using
fully connected layers. Then we concatenate extracted fea-
tures E′ with CG map Xc as the input of normalizing flow
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Fig. 2: Overview of the proposed UFI-Flow model.

(NF) to obtain the latent variable z that has a simple distribu-
tion (e.g., Gaussian) z = fθ(X

f ; cat(Xc, E′)). Note that NFs
are invertible, the unconstrained flow map X̂f can be exactly
reconstructed by X̂f = f−1θ (z; cat(Xc, E′)). In this way,
the inference network can be expressed as Xc ↔ z ↔ Xf ,
where the forward process is flow map inference, and the
backward process is flow map estimation. In practice, we de-
fine the probability PXf |Xc

(
Xf |Xc, E′; θ

)
by mapping sam-

ples z ∼ qz to the unconstrained maps as follows:

PXf |Xc

(
Xf |Xc, E′; θ

)
= qz

(
fθ(X

f ;Xc)
) ∣∣∣∣det

∂fθ
∂Xf

∣∣∣∣ .
(2)

Here mapping function fθ consists of N transformations and
has an affine coupling layer structure [16]. The determinant
of the Jacobian is derived as PXf |Xc

(
Xf |Xc, E′; θ

)
, where

hn+1 = fnθ (hn; cat(Xc, E′)) is the latent state of the n-th
transformation. We let h0 = Xf and hN = z. The de-
terminants can be calculated easily and efficiently with the
special designed Jacobian structure. Then we reconstruct the
unconstrained flow maps via the inverse of normalizing flow
X̂f = f−1θ (z; cat(Xc, E′)).

At last, we estimate the density of unconstrained flow
maps and optimize fθ by performing a negative log-likelihood
loss [17, 18] defined as follows:

LNLL(θ;Xc,Xf ) = − logPXf |Xc

(
Xf |Xc, E′; θ

)

= − log qz(z)−
N−1∑

n=0

log

∣∣∣∣det
fnθ
hn

∣∣∣∣ .
(3)

2.4. Augmented Distribution Fusion

Existing models proposed several normalization and distribu-
tional upsampling techniques to address the strict structural
constraint of FUFI problem [5, 9]. More specifically, the
flows in CG and FG maps obey the following constraint (cf.
Fig. 1):

xcij =
∑

i′j′

xfi′j′ s.t.
⌊ i′
N

⌋
= i,

⌊ j′
N

⌋
= j, (4)



where xcij is the flow volume in the CG map and xfi′j′ is
the corresponding flow volume in the superregions of the FG
map. Existing solutions apply N2-Normalization to the gen-
erated unconstrained maps, ignoring the influence of external
factors [5]. In [9] the authors proposed AN2-Normalization
to consider the external factors, they still neglect the impact
of external factors in the inference stage and only fuse the
external factors during the constraining phase. In a nutshell,
current studies obtain the final fine-grained flow map X̃f by
upsampling from the learned joint distribution as follows:

X̃f = Xc
up �Df , (5)

where Df is generated by structural constraints A/N2-
Normalization and Xc

up is the upsamplings of the CG map.
To address this issue, we propose to enhance the FG map

inference via emphasizing the distribution of the external fac-
tors. We design a new fusing mechanism to sample the fu-
sion CG map which is concatenated by the pixel-level feature
maps E′ and CG map Xc as follows:

Xc
up = U(cat(Xc, E′);N), (6)

where U represents the nearest-neighbor upsampling with
scaling factorN . Finally, the dynamic spatial dependency be-
tween Xc

up and Df is captured to infer the final fine-grained
flow map X̃f according to Eq. (5).

3. EXPERIMENT

3.1. Experimental Settings

Datasets. To evaluate the effectiveness of our method, we
conduct extensive experiments on two large-scaled real-world
datasets1: DiDi-Xi’an2 and Taxi-BJ [19], both are collected
from two metropolises in China (Xi’an and Beijing). As
mentioned in previous studies [5, 9, 20], flow distribution
is affected by various external factors. We collect meteo-
rology factors of Xi’an from Wold Climate Data3 and the
weather condition includes 9 categories (e.g., rainy, sunny
and cloudy), then we digitize these categories into ordinal
values. We also include humidity and atmospheric pressure
data for each flow map. Temperature, wind speed, humidity
and pressure are scaled into the range [0, 1] with a min-max
linear normalization. Time and date factors (e.g., hour of the
day and day of the week) are transformed into ordinal values.

The statistics of two datasets are described in Table 1.
Baselines. We compare our method with following six base-
lines: (1) SRCNN [21]: is a successful convolutional neu-
ral network for SR problem; (2) VDSR [22]: uses residual
network structure [23] and achieves better results than SR-
CNN; (3) SRResNet [24]: is a ResNet-based variant of the

1https://github.com/PattonYu/fufi-didi-xian
2outreach.didichuxing.com/research/opendata
3https://en.tutiempo.net

Table 1: Dataset description.

Dataset DiDi-Xi’an Taxi-BJ

Time range 10/1/2016-10/31/2016 7/1/2013-10/31/2013

Time interval 10 minutes 30 minutes
Coarse-grained size 32× 32 32× 32
Fine-grained size 128× 128 128× 128
Upscaling factor (N ) 4 4
Latitude range 34.20◦N - 34.28◦N 39.82◦N - 39.99◦N
Longitude range 108.92◦E - 109.01◦E 116.26◦E - 116.49◦E

External Factors (meteorology, time, etc.)
Temperature/◦C [11.0,32.0] [-24.6,41.0]
Wind speed / mph [0,9.3] [0,48.6]
Weather conditions 9 types (e.g., Rainy,Sunny) 16 types
Humidity [36%,100%] \
Pressure /hPa [1004,1026] \
Holidays 7 18

VDSR model, which allows stacking more network layers and
deepening the network depth; (4) UrbanFM [5]: is the first
method for FUFI problem and it proposes N2-normalization
to solve the structural constraint; (5) FODE [9]: extends neu-
ral ODE [25] that allows more accurate and flexible solution
with less memory cost; (6) UrbanPy [20]: is an extension of
UrbanFM and solves the insufficiency problem when infer-
ring flow map at higher upscaling rates by decomposing the
original task into multiple sub-tasks.
Evaluation metrics and parameter settings. We evaluate
our model and baselines via three common metrics that are
widely used for urban flow data: root mean squared error
(RMSE), mean absolute error (MAE), and mean absolute per-
centage error (MAPE). We divide each dataset into training,
validation, and test sets in a ratio of 2:1:1. The scaling factor
N = 4. The training phase was performed using the Adam
optimizer [26] with a learning rate 2.5e−4. The first dense
layer for feature extraction has 128 hidden units and the sec-
ond layer has 32x32 hidden units.

Table 2: Performance comparison. The best performances
are in bold and the second best performances are underlined.

Dataset DiDi-Xi’an Taxi-BJ

Metric RMSE MAE MAPE RMSE MAE MAPE

SRCNN 6.312 3.380 2.099 4.297 2.491 0.741
VDSR 5.182 2.702 1.741 4.159 2.213 0.467
SRResNet 5.063 1.799 0.922 4.164 2.457 0.713
UrbanFM 5.038 1.346 0.350 3.950 2.011 0.327
FODE 4.860 1.413 0.464 3.860 1.963 0.313
UrbanPy 5.210 1.321 0.293 3.950 1.995 0.329

UFI-Flow 4.091 1.134 0.192 3.845 1.927 0.285

3.2. Results Analysis

Model comparison. Table 2 shows the experimental re-
sults of all models on two datasets. We have the following
remarks. First, UFI-Flow significantly outperforms all base-
lines in non-trivial margins. It has better performance on
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Fig. 3: (a) Convergence speed of our model and baselines;
(b) The performance comparison of ablation studies, note that
UFI-Flow is equivalent to [×AN2,XADF].

DiDi-Xi’an dataset with improvements of 15.8%, 14.1%, and
34.4% in terms of RMSE, MAE, and MAPE, respectively,
compared to the best performances of baselines (underlined).
Conventional image SR methods (SRCNN, VDSR, and SR-
ResNet) perform poorly compared to FUFI methods (Ur-
banFM, FODE, UrbanPy, and UFI-Flow), largely due to their
lack of considering the structural constraint and the influence
of external factors. In contrast, our proposed UFI-Flow is
superior than baselines, which verifies its effectiveness on
FUFI problem.

In Fig. 3a, we investigate the RMSE training process of
FUFI methods on DiDi-Xi’an dataset, where UFI-Flow-ne re-
moves the EFF block and ignores the influence of external
factors. We can see that UFI-Flow achieves the optimal per-
formance and has a stable training process. UFI-Flow-ne has
a similar training speed as UFI-Flow and its slightly perfor-
mance decrease demonstrates the benefit of our proposed ex-
ternal factor fusion. FODE and UrbanFM converge faster but
their performances are less effective than UFI-Flow and UFI-
Flow-ne, this shows the importance of learning spatial corre-
lation of urban flows in both fine- and coarse-granularities. As
an extension of UrbanFM, UrbanPy has more model param-
eters designed for inferring flow map with large scaling fac-
tors, which, leads to the slower convergence speed and worse
performance with smaller scaling factors.
Ablation study on ADF mechanism. We conduct ablation
studies to investigate the individual contributions ofAN2 and
ADF, the results are shown in Fig. 3b. Unexpectedly, using
the AN2 mechanism decreases the model performance. UFI-
Flow – which uses ADF but not AN2 – performs the best
among four combinations. This verifies the effectiveness of
our proposed augmented distribution fusion.
Visualization analysis. Figure 4 shows the inference error
between the generated FG map and the ground truth on two
datasets. The size of the error map is 128× 128 and we color
the map cells with absolute errors |Xf − X̃f |. Brighter col-
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(a) Error visualization on DiDi-Xi’an.
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D
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(b) Error visualization on Taxi-BJ.

Fig. 4: Inference error visualization comparison between
baselines and UFI-Flow on two datasets.

ors indicate larger errors compared to ground truth. To better
visualize the inference errors, we focus on several selected
areas, which are suburbs marked as A and B in Fig. 4a and
congested areas marked as C and D in Fig. 4b. It is observed
that UFI-Flow has much less bright pixels than baselines (Ur-
banFM and FODE), whether on populous or suburb areas.
This visualization again verifies our model can generate finer
and more accurate flow maps due to its capability of better
fusing the external factors and learning the spatial interactions
between CG and FG map pairs.

4. CONCLUSIONS

We propose a novel method UFI-Flow for fine-grained ur-
ban flow inference, which infers the FG maps by calculating
the conditional distribution of the FG map and optimizing the
training process by a probabilistic log-likelihood loss between
coarse- and fine-grained flow map pairs. Besides, we intro-
duce ADF, a new mechanism to enhance the inferred flow
map by fusing the distributions of external factors in inference
stage. Extensive experiments show that UFI-Flow achieves
superior performance on two real-world datasets compared to
the six strong baselines. Our future work will focus on de-
signing more powerful normalizing flow structures that are
suitable for flow maps and effective for the FUFI problem.
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